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Preface 

Right from the start, the WFS programme has placed em­
phasis on the need for assessing the magnitude and impact 
of the two commonly known kinds of errors - sampling and 
non-sampling - in survey data. The response errors project, 
carried out by WFS with financial support from the Inter­
national Development Research Centre, Canada, forms a 
major component of the effort of WFS in this area. The 
main objectives of the project were to investigate certain 
types of response errors in the data collected in WFS sur­
veys, to estimate the magnitude of these errors and to 
examine their implications for analysis as well as for future 
surveys. 

The project comprised studies in four countries -
Dominican Republic, Lesotho, Peru and Turkey - carried 
out along with the national fertility surveys. This report, 
the first of a set of six publications planned on this pro­
ject, describes the methodology of the project which is 
common to all the four country studies. The next four 
reports will present the results from each of the country 
studies and the final report will attempt a comparative 
assessment of the results. 

We are grateful to Mr Colm O'Muircheartaigh for his 
efforts and contribution during all stages of the project. 
I also recognize that the final outcome of a project of this 
nature is a result of collective effort and many other 
colleagues in the WFS and in the countries have made 
important contributions at different stages. In particular, 
I wish to acknowledge the contribution of Mr V.C. Chidam­
baram who, as the co-ordinator, played a major role in the 
planning and execution of the project as a whole. 

Finally, I wish to express on behalf of WFS our thanks 
to the IDRC of Canada for their assistance and co-operation. 

DIRK J. VAN DE KAA 
Project Director 
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1 Introduction 

This report describes the methodology of a project carried 
out by the WFS with the financial support of the Interna­
tional Development Research Centre, Canada. The objec­
tives of the project are to investigate certain types of re­
sponse error in the data collected in WFS surveys; to 
estimate the magnitude of these errors; and to examine 
their implications for the analysis of the data. The project 
is a component of the overall evaluation of data quality 
being conducted as part of the WFS analysis programme. 

The major objective of the WFS has been to generate 
substantive results. The surveys co-ordinated by the WFS 
have had as their primary objective the provision of high 
quality data at the national level, while the WFS has at­
tempted to achieve a degree of standardization in the 
collection and reporting of data relating to fertility by 
different countries. 

From the outset the WFS has attempted to reduce to 
a minimum the delay between fieldwork and dissemina­
tion of results by encouraging countries to issue prelim­
inary and largely descriptive Country Reports, based on 
a detailed standardized set of cross-tabulations. By March 
1982, 29 such reports had been published. The comple­
tion of country reports marks the beginning of the anal­
ysis phase, in which detailed investigation of particular 
topics is carried out, using more refined demographic and 
statistical techniques than attempted in the First Country 
Reports. An essential compo.nent of this large-scale anal­
ysis programme is a critical evaluation of the quality of 
the data. The nature of the data collection process implies 
that the usefulness of the data depends critically on the 
magnitude and impact of two kinds of error, which are 
different both in their implications and in their source. 

All of the survey data are based on information collec­
ted from a sample of the population of interest. Thus all 
of the estimates obtained from the surveys are subject to 
sampling variability. In each participating country the 
study consists of a single-round survey based on a prob­
ability sample of households. Though the sample in each 
case is designed individually to suit the country's situation, 
all of the samples were designed to be measurable, ie the 
design permits the estimation of sampling errors from the 
survey data themselves. As a matter of policy, estimates 
of sampling errors have been computed as part of the 
first stage of analysis. A full discussion of WFS sample 
characteristics and an analysis of sampling errors may be 
found in Verma, Scott and O'Muircheartaigh (1980). 

In the absence of misreporting, the detailed fertility 
and marriage histories obtained in WFS surveys would 
make it possible to estimate levels and trends in age at 
marriage, fertility rates and infant and child mortality 
rates. These estimates would, of course, be subject to 
sampling variability, but even if the population were 
to be enumerated completely, the data and the conclusions 

reached could be subject to serious errors due to faults 
in the method of measurement or observation. These 
response errors may arise from the respondent, from the 
questionnaire, from the execution of the fieldwork or 
from the nature of the data collection process; the form, 
extent, sources and effects of these errors are the concern 
not only of survey design but also of survey analysis. Past 
experience has indicated that restrospective survey data of 
the WFS type are often particularly prone to such errors. 
The high standards set by WFS for the data collection opera­
tion are expected to result in better quality data than typi­
cally obtained in the past, but this expectation in no way 
obviates the need for a detailed assessment of the quality 
of the data. Such an evaluation will not only alert analysts 
by identifying any defects in the data, but may also throw 
light on the shortcomings of the WFS approach which can 
be taken into account in the design of future fertility 
surveys. 

No data are free from error and the identification and 
examination of these errors can be undertaken for a variety 
of purposes and with considerable variation in applicability. 
Once a survey (or census or any data collection operation) 
has been carried out, the data set, as it stands, is the raw 
material with which the analyst has to work, and any 
modification of it must be justified by some explicit 
knowledge, belief or assumption which is sufficiently strong 
to outweigh the recorded observation. The extent to which 
response errors are present in the data may be investigated by 
direct scrutiny, combined with a knowledge of, or assump­
tions about, the form and content which the data ought to 
reflect. 

Data assessment at its most powerful may involve the 
'correction' of errors in the data for particular individuals. 
This usually occurs 'at a stage which precedes the formal 
analysis and includes editing, pre-processing and imputa­
tion. To the extent that these operations take place before 
the data tape is produced, they must be treated as part of 
the data collection process. 

At the next level, the assessment and evaluation of data 
constitutes a hurdle which must be negotiated by the data 
before certain types of analysis are sanctioned as permis­
sible or justified. Much of the demographic data evaluation 
falls in this category and includes both checking the plausi­
bility of the data against demographic axioms and substan­
tive models and comparing the survey results with external 
sources of data. The WFS has initiated a continuous pro­
gramme for evaluating the data from each country survey 
as soon as possible after the publication of the First Country 
Report. Six of the detailed country-specific evaluations 
have already been published: Nepal (Goldman, Coale and 
Weinstein 1979), Fiji (Potter 1975), Dominican Republic 
(Guzman 1980), Sri Lanka (Alam and Cleland 1981) and 
two studies of Colombia (Hob craft 1980; Fl6rez and Gold-
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man 1980). A study of Bangladesh (Brass) is forthcoming 
and one of Pakistan by Booth and Alam is available in draft 
fonn. A study of Jamaica (Singh) is in press. In addition, 
several substantive analyses have incorporated sections 
on data quality (eg Somoza 1980; and Trussell 1980). A 
general assessment of the quality of WFS demographic 
data is presented in Chidambaram, Cleland and Venna 
(1980), based largely on the analyses listed above. The data 
from the household surveys and the detailed individual 
interview are compared in order to assess the two different 
methodologies in tenns of their apparent data quality. The 
data from the individual surveys are evaluated both by ex­
amining their internal consistency and, where possible, by 
comparison with external sources. 

The review concludes that in most cases the data are of 
surprisingly high quality. Although for some countries there 
is evidence of omission of births and displacement of dates 
of birth and dates of marriage, these errors appear to be re­
stricted to the older women. In addition, there seems to be 
little evidence of substantial omission of infant and child 
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deaths in the maternity histories. Hence, for most coun­
tries, errors of omission and displacement of vital events 
do not seriously distort the data, and permit estimates of 
levels and trends in age at marriage, fertility, and infant 
mortality for most of the sample. 

The methods of data assessment described above do not 
provide an exhaustive evaluation of the data. Even if the 
data satisfy the internal and external checks carried out 
by demographers, measurement errors may have serious 
implications for further analysis. The potential impact of 
these errors depends on two factors: (1) the nature of the 
errors, and (2) the type of analysis being carried out. In 
order to examine the quality of the data in more detail, 
however, modifications or additions to the data collection 
process must be introduced. It is also necessary to fonnu­
late an explicit model of the response process and to ex­
press the individual response in tenns of its component 
parts. This analysis of data quality is essentially statistical 
rather than demographic, but it has practical and substan­
tive relevance to demographic analysis. 



2 Approaches to Response Error Estimation in WFS 

In defining the concept of error it is necessary to define a 
'true value' for each individual in the population. This true 
value must be independent of the conditions under which 
the survey takes place, which can effect the individual's 
response. The concept of individual true value of a variable 
for a population element was developed by Hansen, Hur­
witz and Madow (1953) as follows: 

1 The true value must be uniquely defined. 
2 The true value must be defined in such a manner that 

the purposes of the survey are met. 
3 Where it is possible to do so consistently with the first 

two criteria, the true value should be defined in terms 
of operations which can actually be carried through 
(even though it might be difficult or expensive to per­
form the operations). 

It is possible to define the true value in such a way that 
there are no response errors. A respondent's age could be 
defined as the answer given to the question 'What is your 
age?'. Similarly a respondent's attitude to the reintroduc­
tion of the death penalty could be defined as the answer 
he gives to the question 'Do you think the death penalty 
should be reintroduced?'. Both definitions satisfy the 
first and third criteria: the response is unique and it is 
defined in terms of operations which can be carried through. 
However, it is probable that they do not satisfy the survey 
objectives in such a way that such 'true values', dependent 
as they are on the specific conditions obtaining at the inter­
view, would be acceptable as an ideal, although they might 
be acceptable as approximations to the true value. The 
individual true value should be seen as a characteristic 
which is independent of the survey conditions which affect 
the individual response. Age, for example, is defined as a 
time interval between two events, and this definition is 
independent of the method by which, and the conditions 
under which, we determine or observe the individual's age. 
For some other variables, such as income, the true value 
may be easy to define but difficult to obtain. For atti­
tudinal items even the definition of the true value may be 
obscure. In all cases however the individual true value is 
a useful ideal at which to aim and the consideration of 
departures from this value is helpful in assessing the meth­
ods by which we obtain information. 

The individual response error is the difference between 
the true value for the individual and the observation re­
corded. For example, if for a respondent born on 16 
January 1946, age is recorded on 16 January 1981 as 30 
years, the individual response error would be five years. 
The individual response is defined as the value obtained 
on a particular observation. Under different conditions 
(with a different interviewer or with a different form of 
question, for instance), a different individual response 
might be obtained. 

The basic approach to the analysis of the individual 
response errors depends on an understanding of the sur­
vey process and the way in which the conditions under 
which the survey is carried out may affect the results of 
the survey. It is useful to distinguish between two com­
ponents of the response error. The distinction is based 
on the definition of some of the characteristics of a sur­
vey as the essential survey conditions: for example, the 
subject matter, the data collection and recording methods, 
the timing and sponsorship, the type or class of inter­
viewers and coders to be used in an interview survey, etc, 
can be considered as essential parts of the survey design. 
The expected value under these conditions can be defined. 
The difference between this value and the true value is 
the response bias, either for the individual or for a group 
of individuals. In addition to this there are 'random' fluc­
tuations about the expected value. The particular inter­
viewers chosen from the designated class of interviewers, 
the particular coders and transient characteristics of the 
observation situation are sources of such fluctuations. 
These variable errors also contribute to the response error, 
in the form of response variance, In order to appreciate 
the meaning of response variance, it is necessary to postu­
late that a survey is conceptually repeatable under identi­
cal conditions, the essential survey conditions. A survey 
is then seen as a single observation from a set of possible 
observations. The response variance is a measure of the 
variability between these observations. 

The response bias and response variance differ also in 
implications for the survey analyst. First, the bias term is 
a constant which cannot be measured from within the sur­
vey; it is necessary to have data from some other source in 
order to assess it. On the other hand, the different com­
ponents of response variance can in principle be estimated 
from the survey observations themselves. Secondly, the 
effect of the response bias is fixed regardless of the number 
of observations taken. By definition, even a complete 
enumeration would have the same response bias under the 
same essential survey conditions. However, the effect of 
response variance can be changed by sampling a larger 
number of the units involved. By increasing the number of 
interviewers, for example, the interviewer variance can be 
reduced. Thirdly, response bias is of particular concern in 
the estimation of means and totals for the whole sample. 
For comparisons between means of subclasses and in the 
calculation of measures of correlation and association the 
effect may be slight. Response variance will not affect the 
expected value of estimators of means and totals but will 
contribute to their imprecision. In addition, response 
variance will tend to attenuate measures of relationship 
between variables. This will apply even to the comparison 
of two subclass means if the classifying characteristic is 
subject to measurement error. 

It is important that the analysis of response errors 
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should not lose relevance to real problems due to the 
sophistication of the mathematical approach. The basic 
objective of a survey is to provide data on the basis of 
which the survey variables can better be understood, des­
cribed or predicted. The aim in the analysis of response 
errors should therefore be to maximize the information 
which can be abstracted from the data. In the context of 
the WFS, methodological experimentation is by and large 
excluded by the very nature of the operation. The primary 
objective has been to assist countries in obtaining the best 
possible data from a single operation, which necessarily 
requires the choice of a study design considered a priori 
to be the most suitable. Thus it is not possible in general 
to compare different survey procedures in order to ascer­
tain which is superior. Furthermore for the data collected 
in WFS surveys, there is no source of external validation 
data available at the level of the individual respondent. 
Consequently the analysis of response errors must be based 
on an examination of the internal consistency of the data. 
The emphasis therefore is on the reliability of the data, 
rather than on its validity; in other words, on response 
variance rather than on response bias. 

A severe constraint is therefore imposed on any investi­
gation of response errors in WFS surveys. It is not possible 
to interfere with the principles laid down for the conduct 
of the survey by introducing any new or experimental 
procedures which might reduce the quality of the data col­
lected. Furthermore it is not possible, given the absence of 
an external source of validation data, to examine the abso­
lute magnitudes of the individual response errors. There are 
however two possible approaches which can provide some 
information on the magnitude and impact of the errors: 
re-enumeration and interpenetration. 

The first approach involves re-interviewing at least some 
of the respondents in the main survey. The re-interviews 
should be carried out soon after the main survey under the 
same (or similar) essential survey conditions. This would 
provide two separate observations on each of these respond­
ents. 

Certain characteristics of the survey would be constant 
for the two observations: the subject matter, the questions 
asked, the field force, the procedures for the supervision 
and control of the fieldwork, the coding and processing of 
the questionnaires. Thus the data could provide no informa­
tion on the effects of these conditions on the survey results. 
In order to assess the systematic impact of any or all of 
these factors, either some source of information outside 
the survey procedure or an experim\)ntal design control­
ling these factors would be necessary. 

Some factors would vary between the two surveys, 
however. The transient situational factors certainly vary, 
the two interviews being conducted on different occa­
sions· in every case. In addition, two different interviewers 
would be used for each individual and thus a part of the 
difference between the observations might be due to dif­
ferences between the interviewers. The same would be 
true of the coding and processing, although the allocation 
of schedules to coders might not be conducted as rigorously 
as the allocation of respondents to interviewers. 

In essence, therefore, such data would not, and could 
not, provide any information on response bias. Without 
external validation data, no assessment can be made of any 
systematic distortion of the observations produced by the 
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conduct of the survey. What they would provide is an 
opportunity to examine the reliability of the measurements, 
the extent to which the application of the same essential 
survey conditions on two occasions would produce differ­
ent results. Thus, they would afford us an opportunity to 
partition the variability observed in the survey observations 
into two components, one due to the inherent variability 
in the variable being measured, the other introduced into 
the recorded responses by the observation process itself. 

The second approach involves a modification of the 
survey design. It has been established in other contexts 
that interviewers may influence in a systematic way the 
responses they obtain. If this is so for WFS surveys, then 
the estimates of variability obtained in the usual way for 
statistics calculated from the sample observations may 
seriously underestimate the true variance. This component 
of variance - the correlated response variance due to inter­
viewers - will be present in any statistics calculated from 
the survey data, but the difficulty in practice is that there 
is usually no way of estimating it. T4e problem arises 
because respondents are usually allocated purposively (or 
haphazardly) to interviewers and any differences between 
the results obtained by different interviewers may be due 
to differences between the individuals whom they inter­
view rather than to differences between the influence of 
the interviewers themselves. It is possible, however, to 
modify the survey execution in such a way that this compo­
nent of variance is estimable. The basic feature of the de­
sign is that the respondents must be allocated randomly 
to interviewers, so that no systematic difference between 
the workloads of the interviewers can contaminate the 
comparison of the results of the interviewers. There will 
of course be differences between the workloads, but as long 
as the allocation of respondents to interviewers is random, 
these differences can be taken into account in the analysis. 
This procedure of random allocation of workloads is called 
interpenetration. 

It is obviously impossible in practice to allocate a ran­
dom subsample of a national sample to each interviewer. 
Not only would the cost of such an operation be enormous, 
but the disruption of the field execution of the survey would 
make it unacceptable in terms of the WFS objectives. How­
ever, the field strategy of the WFS lends itself to a modifi­
cation of the design which is equally satisfactory. In the 
field, interviewers work in teams, a team usually consisting 
of four to six interviewers and two supervisors responsible 
for organizational supervision and timely scrutiny of inter­
viewers' work. Each team works and travels as a unit. The 
allocation of work to the interviewers is normally the re­
sponsibility of the supervisors. The supervisors have, for 
each area, a list of the individuals (or in some cases, house­
holds) to be interviewed. It would obviously be a straight­
forward matter to determine the allocation of respondents 
to interviewers before the fieldwork iti such a way that each 
interviewer is allocated, in effect, a random subsample of 
the work in that area. 

Thus, without any significant interference with the pro­
cedures of data collection, it would be possible to modify 
the execution of the survey so that the contribution of the 
correlated response variance due to interviewers could be 
estimated and its impact on the survey results assessed. 

The basic approach of this project thus involves two ele­
ments: 



1 Re-enumeration A subsample of the respondents in the 
main survey will be re-interviewed under the same (or simi­
lar) essential survey conditions. This will permit the parti­
tioning of the observed variability of the responses into two 
components: the sampling variance and the simple response 
variance. It will also make it possible to examine in detail 
the extent to which the same individuals (the respondents) 
give identical (or different) answers to the same questions 
on different occasions. 

2 Interpenetration By allocating the interviewers' workloads 
randomly within teams, it will be possible to estimate the 

extent to which the usual estimates of variance underesti­
mate the true variance, and thus to provide a more valid 
estimate of the total variance of the survey. 

The particular design used in the project combines the 
two procedures of interpenetration and re-enumeration in 
a way which permits the estimation of some additional pa­
rameters of the response errors. The technical aspects of 
the design, suggested in a paper by Fellegi (1964), are 
described briefly in chapter 4. The practical features are 
discussed in chapter 3. 
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3 The Structure and Design of the Project 

The WFS programme provides a unique opportunity for a 
cross-national study of response error. The diversity of the 
WFS participant countries permits the selection of study 
areas covering a considerable regional, developmental, ethnic 
and cultural spread, while the standardization of the survey 
instruments and the centralization of technical control 
make it possible to achieve meaningful comparison between 
the national studies. Moreover, the main surveys are already 
financed and only the marginal costs of the operations and 
modifications directly attributable to the response errors 
project need to be found. 

The main emphasis of the project is twofold. First, the 
observed variability of the results is to be partitioned into 
the components representing sampling variance (sampling 
error) and the simple response variance; and secondly, the 
magnitude of the correlated response variance due to the 
interviewers is to be estimated and its impact assessed (this 
component is frequently known as interviewer variance or 
interviewer effect). 

The project also provides an opportunity to gain some 
insight into the way in which the individual responses vary 
from one occasion to another for the individual. The 
cross-tabulation of the responses for the main survey inter­
view and the re-interview will provide a detailed picture of 
the stability of the responses. By introducing a third (rec­
onciliation) interview in cases where the observed discrep­
ancies are large, a measure (defective but not negligible) of 
the validity of the responses and some indication of the 
sources of the errors may be obtained. 

It was decided that the project should be carried out in 
four countries representing a wide range of developmental 
levels, each selected from a different broad cultural area. 
The four countries originally chosen were Lesotho, in 
Africa; Peru, in South America; Turkey, in the Middle East; 
and Philippines, in Asia. Due to difficulties in implementa­
tion, Burma was substituted for Philippines and when the 
main Burma survey was subsequently postponed, the 
opportunity arose to carry out the project in Dominican 
Republic. The project was thus actually carried out in 
Lesotho, Peru, Turkey and Dominican Republic. 

The main features of the project design were the same 
for each of the countries, although the detailed implemen­
tation differed in each case. The overall design consists of 
three stages. The first involves a modification of the design 
of the main survey. The other two stages are separate from 
and additional to the main survey. 

Stage 1 The main survey as planned for the country forms 
the basis of the first stage. The only modification is that a 
subsample of the respondents is allocated randomly to each 
of the interviewers in the team in each location. The ran­
domization is carried out at the survey headquarters before 
the fieldwork commences in that location. 
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The cost of this stage arises from the additional clerical 
work involved in designating the subsample to be interviewed 
by each interviewer; and from the possible increase in the 
cost of the fieldwork due to the inflexibility of interviewer 
allocation, since the freedom of decision of the supervisor 
is restricted by specifying in advance which interviewer 
should carry out each interview. 

Stage 2 The second stage consists of a re-interview with at 
least a subsample of the respondents from the main survey. 
The re-interviews should be carried out under the same es­
sential survey conditions as the original interviews. Further­
more the same team should do the original interviews and 
the re-interviews in each location selected for the second 
stage. No interviewer should interview the same respondent 
twice; the re-interview should be carried out by another 
member of the same team. The questionnaire used in the 
re-interview should be the same as that used in the original 
interview in so far as this is possible. 

Cost considerations demand that the re-interview survey 
should be carried out only for a subsample of the main sur­
vey. It is desirable that this subsample should be a probabil­
ity sample of the main survey sample. 

For the re-interview survey, the basic problem is that of 
timing. If the time period between the main survey and.the 
re-interview is short, the responses will not be independent 
and may indeed be highly correlated. The first interview may 
affect the second response if, for example, the respondent 
remembers the answers given in the first interview. This 
problem may be avoided, or at least reduced, by leaving 
a long time period between the two interviews, but this 
would lead to two further problems, namely that genuine 
changes may occur in the interval, which will exaggerate 
apparent discrepancies between the two responses, and that 
the interviewers used in the main survey may no longer be 
available. On balance the advantage lies with choosing a 
short interval between the two stages, particularly because 
of the need to have the same interviewers in both surveys. 

Stage 3 This stage is designed to obtain an understanding 
of the way in which response errors arise for particular 
questions. Where the observed discrepancies between the 
first and second responses are large, a third (reconcilia­
tion) interview will be carried out to identify the source 
of the discrepancy and the 'true value', wherever possible. 
These reconciliation interviews must be carried out by a 
female supervisor or female field editor. There are two 
possible strategies: (i) to have additional supervisory staff 
travel with the team of interviewers during stage 2 who 
will carry out the reconciliation interviews as soon as the re­
interview responses are compared with the original re­
sponses; and (ii) to do the editing and comparison of the 
two completed interview schedules at headquarters and 
to mount a separate and smaller field. operation to carry 



out the reconciliation interviews. 
Stages 2 and 3 must be handled very carefully. For the 
re-interview, the interviewer must make it clear that a 
special study is being undertaken and that the respondents 
have been chosen at random for another interview which 
will be shorter than the first. The diplomatic aspect will 
become even more important du1ing the third (reconcilia­
tion) interview, in which inconsistencies are clarified. This 
is why a supervisor or editor must carry out the third inter­
view. She must stress that no one doubts the respondent 
but that for the special study it is necessary to find out why 
different answers were obtained. 

Sections 3 .1 to 3 .4 below describe the procedures used 
in each of the four countries included in the project. 

3.1 PERU 

The Peru Fertility Survey, conducted by the National Statis­
tics Office during 1977-8, was based on a three area-stage 
national probability sample. Districts (of which there are 
around 1700 in the country) fanned the primary sampling 
units (PSUs). In all, 124 PSUs were selected, 57 self-repre­
senting, appearing in the sample with certainty, and 67 non­
self-representing, selected with probability proportional to 
size. In urban areas blocks, and in rural areas localities 
constituted the second-stage units (SSUs). Generally, an 
SSU consisted of 25-100 dwelling units, and a total of 1424 
SSUs were selected with probability proportional to size. 
The third sampling stage involved the systematic selection 
of dwellings from within the selected SSUs, yielding a self­
weighting sample (except that jungle areas were oversam­
pled by a factor of 4). All ever-married women aged 15-49 
residing (on a de facto basis) in the 8330 sample dwellings 
were eligible to be interviewed in detail regarding their 
maternity and marriage histories, knowledge and use of 
contraception, fertility intentions and preferences and 
socio-economic background. In all 5640 individual female 
interviews were successfully completed, representing a 
response rate of around 90 per cent. 

Fieldwork for the main survey was to be conducted by 
36 female interviewers divided into six teams, each team 
working under one supervisor and one field editor. It was 
necessary to use five different languages or dialects for 
interviewing: Spanish; Aymara; and three Quechua dialects, 
Ancash, Ayacucho and Cuzco. 

Arrangements were made in the main survey for the in­
terpenetration (randomization) of the interviewer work­
loads within teams for the secondary sampling units (SSUs) 
selected for the response errors project, the designated 
SSUs. For each SSU a folder was prepared containing the 
basic information about the SSU and listing the selected 
households. Each team was given a set of these folders be­
fore going into the field. For each SSU a decision was taken 
as to how many interviewers should be sent to the SSU. At 
least two interviewers were to travel to each SSU and the 
interviews were to be allocated randomly between them; 
the maximum number of interviewers in a team was seven. 

In urban PSUs, particularly Lima, the allocation of inter­
viewers to households was carried out over the whole desig­
nated sample. If, for example, a PSU contained five SSUs 
and the team contained seven interviewers, the letters A 
to G were allocated to each successive set of seven house­
holds in the PSU as follows: 

ssu 1 
SSU2 
ssu 3 
ssu 4 
ssu 5 

9 households 
10 households 
7 households 

15 households 
4 households 

ABCDEFGAB 
CDEFGABCDE 
FGABCDE 
FGABCDEFGABCDEF 
GABC 

Each interviewer was allocated randomly one of the letters 
A to G and the households bearing that letter constituted 
the interviewer's workload. 

In rural areas and where the number of households in a 
group of designated SSUs was too small, an appropriate 
subset of the letters A to G was to be used, eg if there were 
only four households, the letters A, B, C, D, or A, B, A, B 
would be allocated. Each letter would identify one of the 
interviewers sent to the SSU. 

Approximately one in four of the main survey SSUs (ur­
ban blocks and rural localities) were designated for the Re­
sponse Errors Study (RES). The RES consisted of conduc­
ting a re-interview (R2) with all respondents in the desig­
nated SSUs, using a shortened but otherwise identical ver­
sion of the original (Rl) questionnaire. Following this, the 
completed questionnaires for the first and the second inter­
views were compared by the field editors, and in cases where 
major inconsistencies occurred a third, reconciliation, inter­
view was carried out to ascertain the 'true' response and 
also the cause of the discrepancy. 

In Lima the designated SSUs were selected at random 
and the re-interview involved a separate trip to the selected 
areas. Outside Lima, owing to more difficult travel, the sam­
ple was selected purposively, and fieldwork logistics were 
planned such that while covering a group of neighbouring 
SSUs for the original interview the team would pass through 
the designated cluster(s) twice, with an interval of 1-2 
months between the two visits. The diagram below illus­
trates the principle. Starting from SSU 1 (say, a district 
centre), a team conducts the first interview in 10 clusters 
and conducts re-interviews in the purposively selected clus­
ters 2 and 4 during its return trip. 

7 

\ 
8 

g~ 

A rotating system of allocating workloads to interviewers 
for the first and second interviews was devised and is given 
below. The allocation is presented for the maximum team 
size of seven interviewers and for each subset of inter­
viewers. 

If, for any reason, any interviewer should fail to carry 
out any part of her workload, or if an interviewer should 
complete an interview allocated to another, this fact, the 
reasons for it, and the names and numbers of both inter­
viewers should be recorded by the supervisor and reported 
to headquarters at the end of the fieldwork. 

The questionnaire for the main survey in Peru incorpo­
rated the WFS core questionnaire and the fertility regula­
tion module. The questionnaire for the re-interview was 
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Rotating System of Allocation of Workloads 

No of interviewers 
in the area 

Interviewers for 
main survey 

Interviewers for 
re-interview 

2 

AB 

BA 

3 

ABC 

CAB 

4 

ABCD 

DCBA 

shorter but all the questions included had already been 
asked during the original interview. 

In Lima the questionnaires from the main survey were 
edited and coded in the survey headquarters before the 
re-interviews were carried out. The completed question­
naires were not shown to any of the interviewers before 
the re-interviews. The completed questionnaires for the two 
interviews were compared by the editors for all the ques­
tions asked in the re-interview. When inconsistencies were 
found, a reconciliation interview was carried out to ascer­
tain, if possible, the cause of the discrepancy. In rural 
areas, the completed questionnaires were kept in the 
custody of the supervisor/editor and the reconciliation 
interview was carried out before the team left the SSU. 

Implementation 

The study design required that (1) at least two interviewers 
travel together to an SSU with interviews within the cluster 
allocated randomly between the interviewers, and that (2) 
re-interviewing in the cluster should be done by the same 
team, following a predetermined random allocation such 
that no respondent is interviewed twice by the same inter­
viewer. For several reasons the pattern of interview alloca­
tion diverged rather substantially from that planned. The 
primary reason was the disruption of the implementation of 
the main survey, due to climatic and budgeting problems, 
resulting in the fieldwork being stretched over a very long 
period. Consequently the time elapsed between the two 
interviews also tended to be lengthened: while 60 per cent 
of the re-interviews were conducted within three months 
of the original interview, the time elapsed exceeded six 
months for nearly 30 per cent. This made it difficult in 
practice to follow the above-mentioned allocation rules. 
Further, urban and rural areas differed greatly (not unex­
pectedly) in relation to the elapsed time: nearly 80 per 
cent of the re-interviews in urban areas but only 30 per 
cent of those in rural areas were conducted within three 
months of the original interview; the interval exceeded 
six months for only 5 per cent in urban areas, but for 
nearly 70 per cent in rural areas (there being very few 
re-interviews in rural areas between the fourth and sixth 
months). This disrupted the plan to conduct re-inter­
views in rural areas during the return trip. It is noteworthy, 
nevertheless, that an overall response rate of around 85 per 
cent was achieved in the re-interview survey. 

Another difficulty resulted from the rather small sample 
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5 6 7 

ABCDE ABC DEF ABCDEFG 

ECDBA FEDCBA GFDECBA 

take per SSU (an average of around four, not infrequently 
only one or two interviews per cluster). It was not always 
possible to send two interviewers to each cluster. 

Though an attempt was made to achieve a reasonable 
geographical spread in purposively designating re-interview 
areas, the resulting re-interview sample none the less differ­
ed significantly in composition from the main survey sam­
ple. There was an over-representation in the former of ur­
ban areas, as well as of better educated women. Since both 
these characteristics are likely to be strongly related to re­
sponse errors, it was necessary to weight the re-interview 
sample so that its joint distribution by city size (four cat­
egories) and woman's level of education (five categories) 
agreed with the main survey sample. The range of weights 
introduced was around 1-5. 

The fact that - due to interruptions and practical diffi­
culties beyond the control of the survey organizers - the 
pattern of re-interview allocation diverged substantially 
from that platined has considerable implications in terms 
of analysis of the data, particularly the study of inter­
viewer effect. Any realistic model to be fitted to the data 
will now be considerably more complex than originally 
intended. 

3.2 LESOTHO 

The Lesotho Fertility Survey, conducted by the Central 
Bureau of Statistics in 1977-8, was based on a national 
two-stage probability sample. Census enumeration areas 
(of which there are 1066 in the country) were the primary 
sampling units (PSUs). One hundred PSUs were selected with 
probabilities proportional to size and a sample of house­
holds was selected within each selected PSU such that 
each household in the population had an equal probability 
of selection. The PSUs were stratified by ecological zone,. 
population density and size before the first stage of selec­
tion. All ever-married women residing (on a de facto basis) 
in the selected households were eligible for interview. In 
all, 3603 individual interviews were successfully completed, 
giving an overall response rate of around 88 per cent. 

Fieldwork for the main survey was carried out by eight 
teams of interviewers, each consisting of either four or five 
interviewers, one supervisor and one field editor. In all, 34 
interviewers worked on the survey. The language in which 
the interviews were conducted was Sesotho. The question­
naire itself was also in Sesotho, although the interviewers' 
instruction manuals were in English. 

Arrangements were made for the interpenetration (ran-



domization) of the interviewer workloads within the teams 
for every PSU in the sample. For each PSU, the selected 
sample of households was listed, village by village, in the 
order in which the fieldwork was to be carried out. The 
numbers 1 to 5 (for teams with five interviewers) or 1 to 4 
(for teams of four interviewers) were allocated to each 
successive set of five or four households on the list. For 
each of the numbers, a separate list of the households with 
that number was written out. For each team one of the lists 
was allocated at random to each interviewer in the team, 
before the fieldwork began. The supervisor received the 
master list and the set of interviewer lists for each cluster 
(PSU) in the team's work allocation, together with a list 
giving the allocation of workloads to interviewers. The 
supervisor was given the responsibility of ensuring that each 
interviewer carried out all her own workload. 

In deciding on the subsample to be selected for the re­
interview survey, two alternative strategies were considered. 
The first strategy was to use all eight teams in the re-inter­
view survey and to have each team complete a part of its 
previous work allocation. The difficulty with this approach, 
however, lay in the fact that each team required a vehicle 
to carry out its fieldwork and vehicles were available for all 
teams only for the period of the main fieldwork (August­
October 1977). Only three vehicles could be obtained for 
the period October-December 1977. Thus the second strat­
egy was adopted; three teams were chosen for the re-inter­
view survey and each of these was allocated two-thirds of 
the PSUs in which it had worked in the main survey. Each 
team was assigned an additional female field editor for the 
re-interview survey. These field editors were chosen from 
those who had worked in other teams in the main survey. 

The system of allocation of workloads to interviewers 
in the re-interview survey is given below. The allocation is 
given for teams of four and five interviewers. 

No of interviewers 4 5 
in the team 

Interviewers for 1234 12345 
main survey 

Interviewers for 4321 54231 
re-interview 

Where interviews were, for any reason, re-assigned for the 
original interview, the allocation for the re-interview was 
re-assigned accordingly. 

The questionnaire for the main survey in Lesotho incor­
porated the WFS core questionnaire and two modules. The 
questionnaire for the re-interview was shorter, consisting of 
sections 1, 2, 3 and 5 of the core questionnaire. All the 
questions asked in the re-interview had already been asked, 
in exactly the same form, in the original interviews. 

The questionnaires from the original interviews were 
edited and coded in advance of the re-interview survey. The 
re-interviews were edited and coded in the field by the 
supervisory staff and were compared by the editors for a 
subset of the questions. Where discrepancies were found 
between the answers to these questions, a third, reconcili­
ation interview was to be carried out by one of the female 
supervisory staff. These reconciliation interviews were to 

be carried out before the team left the area. The editors 
were instructed to use a clean questionnaire, fill in the 
identification information, and mark the questions to be 
reconciled (ie the questions where inconsistencies were 
found). A special summary form was prepared for each 
reconciliation interview. 

Implementation 

In Lesotho the execution of the project design in the field 
conformed closely to that described above. The fieldwork 
for the main survey lasted from August to early October 
1977. The re-interview survey commenced in late October 
and was completed in December 1977. One of the inter­
viewers left the field staff between the two field opera­
tions and was replaced by an interviewer from one of the 
teams not involved in the re-interviews. The time interval 
between the two interviews varied between one month and 
four months. 

Twenty-five PSUs were included in the re-interview sur­
vey and a total of 724 interviews were obtained from the 
867 individuals, a response rate of 84 per cent. The system 
of allocation of workloads to interviewers in the two field 
operations was implemented satisfactorily. 

One additional benefit obtained from the response errors 
project may be noted here. On examining the field records 
for the main survey, there appeared to be too many cases 
where the code 'dwelling vacant' had been obtained as the 
final response category. Since it seemed possible that this 
code had been misunderstood by the interviewers, it was 
decided to check the dwellings with this code in a number 
of PSUs during the re-interview survey fieldwork. Of a total 
of 62 such cases in the 15 PSUs which were checked, 26 
(or 42 per cent) produced completed interviews. These cases 
will provide both an opportunity to improve the data from 
the main survey and an indication of the possible impact of 
such non-response on the results of the main survey. 

3.3 TURKEY 

The Turkish Fertility Study was undertaken by the Institute 
of Population Studies, Hacettepe University, and the field­
work was carried out between September and December 
1978. The sample was a national probability sample based 
on a stratified multi-stage area design. The primary sampling 
units were stratified by population size and by geographi­
cal regions defined in terms of a number of spatial and 
socio-economic variables. In the urban part of the sample, 
localities, then wards, and in the third stage blocks were 
selected systematically with probability proportional to size 
(PPS); within sample blocks, small segments of five dwelling 
units each were selected so as to yield a self-weighting 
sample. In the rural part, villages were selected systematically 
with constant probability within each size stratum; this 
was followed by equal probability selection of segments of 
households to provide, again, a self-weighting sample, 

Within sample segments, all households were enumerated 
using a household schedule in which usual residents were 
listed and data on a number of demographic and socio­
economic items obtained. This was followed by the detailed 
individual interview of ever-married women aged 15-49 on 
a de jure basis. 
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The sample was originally designed for the Turkish 
Demographic Survey of the State Institute of Statistics, 
Turkey, in May 1976. Since data from the 1975 Population 
Census were not available at the time, the 1970 Census data 
formed the basis for the selection of primary sampling 
units. The frame within the sample PSUs was updated in 
December 1976. The TFS is based on the same clusters as 
the Turkish Demographic Surveys but on different seg­
ments of households. 

About 4500 individual interviews were successfully com­
pleted, representing an overall response rate of about 85 per 
cent. 

Fieldwork for the main survey was conducted by eleven 
teams, each consisting of either four or five interviewers, 
one supervisor and one field editor. It was considered im­
practical to randomize the allocation of respondents to 
interviewers for the whole of the sample for the main sur­
vey. The sample areas had already been divided into 33 
groups of areas for reasons associated with fieldwork organ­
ization. Each team was allocated three groups of areas. One 
area from each group was chosen for the response errors 
project. Half of the areas chosen were urban, and half were 
rural. Each field trip for each of the eleven teams was 
scheduled to start from an area designated for the project. 
Four segments, each containing five to six households, were 
selected from each area. 

A pair of interviewers was allocated to each segment in 
the designated area, as follows: 

Main survey 

Segment 1 2 3 4 

Interviewers AB CD AB CD 

Within each segment the workload was split randomly be­
tween the two interviewers. Sample lists and the allocation 
of respondents to interviewers were determined in advance 
of the fieldwork for the designated areas. In the cases where 
there were more than four interviewers in a team, four were 
chosen at random for this part of the work. 

At the end of each field trip, the team returned to the 
designated area from which the trip had commenced. The 
re-interviews were carried out at this stage, with the inter­
viewers in each pair exchanging the workloads from the 
main survey. Thus the pattern of allocation was: 

Re-interview survey 

Segment 2 3 4 

Interviewers BA DC BA DC 

Since the field procedures differed substantially for the 
designated areas from those used in the rest of the sample, 
the field directors were concerned that both the areas to be 
used in the re-interview survey and the interviewers who 
would be employed would be known in advance to the field 
staff and that this knowledge might influence the inter­
viewers' behaviour and consequently distort the results of 
the project. Consequently an additional area in each of the 
33 groups of areas was selected and treated in a similar 
manner in terms of field procedure. Where the team con-
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sisted of four interviewers, the allocation was identical to 
that given above. If, however, there were five interviewers 
in the team, a different allocation was used. Thus for a 
team of five interviewers (A, B, C, D, E), if the allocation 
above was used for the designated areas, the allocation 
below might be used for the additional areas. 

Main survey 

Segment 2 3 4 

Interviewers AC DE AC DE 

If for any reason, one of the interviewers were to drop 
out, she was to be replaced for the re-interviews from with­
in the team if possible, and if this were not possible, then 
one of the reserve interviewers was to be used. If, for exam­
ple, interviewer A were to drop out after the main survey 
interviews in an area, and the replacement interviewer is 
denoted by X, then X should carry out the re-interviews 
allocated to interviewer A as follows: 

Segment 1 2 3 4 

Main survey AB CD AB CD 

Re-interview survey BX DC BX DC 

The questionnaire for the main survey consisted of the 
WFS core questionnaire and three additional modules. For 
the re-interviews, a shortened version of the main survey 
questionnaire was prepared which consisted mainly of the 
questions from sections 1, 2, 3 and 5 of the original ques­
tionnaire; the question numbers and the questions on the 
re-interview questionnaire were identical to those on the 
original questionnaire. 

The completed questionnaires from the main survey 
were coded in the headquarters office and the coded forms 
were brought to the field by the lnstitute's headquarters 
staff who then supervised the re-interview survey and the 
reconciliation interviews. The period between the first and 
second interviews was expected to be between 14 and 21 
days for each area. 

In deciding whether a reconciliation interview was nec­
essary, a set of criteria was set up in consultation with the 
national staff. A special form, on which three sets of re­
sponses could be coded, was designed with spaces for all 
the questions on the re-interview questionnaire. The re­
sponses from the first interview were coded on to this form. 
The re-interview responses were coded on to the same form 
by the supervisor or field editor immediately after the re­
interview. If a reconciliation interview was necessary, the 
remainder of the form was completed during that interview. 
The reconciliation interviews were conducted by the female 
field editor attached to each team. 

hnplementation 

It had originally been planned to conduct re-interviews in a 
total of 600 households in the 132 designated segments 
(four segments in each of the 33 groups of areas). However, 



due to the low overall response rate for the main survey, 
this strategy would have produced only 380 interviews. 
Consequently the Project Director and his staff decided to 
attempt re-interviews in all the households in each segment 
of the 33 designated areas. A total of 657 respondents from 
the main survey were selected for re-interview. Of these 5 60 
were successfully re-interviewed and the reconciliation 
interview was completed in all the 194 cases for whom it 
was required. The response rate for the re-interviews was 85 
per cent. 

It should be noted that the selection of the designated 
areas was purposive and not random; although every effort 
was made to make the areas as representative as possible, 
travel considerations were an important constraint and the 
final choice of areas was decided by the Turkish National 
Staff. It may be necessary to introduce weights into the 
analysis of response errors if the results are to be represen­
tative of the sample as a whole. 

3 .4 DOMINICAN REPUBLIC 

The Dominican Republic was the first Latin-American coun­
try to participate in the programme of the World Fertility 
Survey. Thesurveywas carried out between 1974 and 1976, 
the fieldwork taking place in 197 5. In 1979, the Government 
of the Republic decided to embark on a second-round fer­
tility survey, to be carried out in 1980. This survey, like 
that of 1975, was conducted by the National Council for 
Population and the Family (CONOPOF A), with the collab· 
oration of the WFS. It was agreed that an investigation of 
response errors would be incorporated in the design of the 
second-round survey. 

The sample design for the main survey (1980) was a 
multi-stage area probability sample. The population was 
divided into three zones: 

Zone 1 rural areas, comprising about 50 per cent of the 
total population; 

Zone 2 small cities, with 1970 population< 20 000, com­
prising about 10 per cent of the population; 

Zone 3 larger cities, with 1970 population> 20 000. 

Within zone 1, the 598 rural secciones were stratified 
explicitly by region and implicitly by province and munici­
pio. Sixty-two secciones were selected with probability pro­
portional to size. Villages and then chunks were subse­
quently selected within a seccion to give an equal probability 
sample of women. 

In zone 2, 11 of the 83 cities were selected systemati­
cally with probability proportional to size, having ordered 
the list by region and province. Blocks were selected within 
cities to give an equal probability sample of women. 

In zone 3, all 15 large cities were selected with certainty. 
Within each city, blocks were selected systematically with 
equal and constant probability. 

Of the 5569 women identified for individual interview, 
5137 interviews were successfully completed, a response 
rate at this stage of 92 per cent. In the urban domain, 2699 
of 2921 intended interviews were obtained; in the rural 
domain, 2438 responses were obtained from a sample of 
2648. 

Each team consisted of four interviewers together with 
a supervisor and field editor. It was decided that the Ulti-

mate Area Units (UAUs) were too small to permit ran­
domization of the workload between all four members of 
the team. Consequently two interviewers were used in each 
UAU and the workload was divided randomly between 
them. It was considered desirable that the pairs of inter­
viewers should not be kept unchanged throughout the 
period of the fieldwork, but that each interviewer should 
work with each of the other interviewers in the team at 
some stage. The strategy described below was devised to 
satisfy this requirement. 

The total work assigned to a team was divided into a 
set of workloads, each accounting for about one week's 
fieldwork. For each of these workloads, each interviewer 
was assigned one of the letters A, B, C or D. During the 
execution of the workload, interviewers A and B worked 
together as did interviewers C and D. The rotating system 
of allocation is given below for one of the teams. 

Workload no. Interviewer's name 

Marta Anna Carmen Altagracia 

1 A B c D 

2 A c B D 

3 A D c B 

The pattern is then repeated for workloads 4-6, etc. 

For workload 1 Marta and Anna work together, as do 
Carmen and Altagracia. For workload 2 the pairings are 
Marta with Carmen and Anna with Altagracia. For work­
load 3 Marta and Altagracia share the work in a set of 
UAUs while Anna and Carmen do likewise. Thus each of 
the interviewers works with each of the other interviewers 
in a subset of the UAUs allocated to the team. 

The re-interview survey was confined to the population 
of ever-married women. One in four of the UAUs was 
selected with equal probability from the sample for the 
main survey and re-interviews were attempted with all the 
eligible women in the subsample. All six teams were used 
in the re-interview survey. The re-interviews were assigned 
according to the general rule that interviewer A completed 
the re-interviews with the women who had been inter­
viewed by interviewer B in the main survey; similarly inter­
viewers C and D exchanged workloads for the re-interview 
survey. If any of the interviewers left the field staff during 
the course of the fieldwork, her respondents were to be 
divided equally between the other three interviewers in 
the team. 

The fieldwork for the re-interview survey was a separate 
field operation from that for the main survey. The main 
fieldwork was carried out between February and April 
1980; during May 1980 the documentation for the re-inter­
view survey was prepared at the survey headquarters; and 
the fieldwork was executed in June 1980. 

The questionnaire for the main survey consisted largely 
of the WFS core questionnaire, together with some addi­
tional questions. The questionnaire for the re-interviews 
was a shortened, but otherwise identical, version of the 
main questionnaire. 
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As the fieldwork for the main survey progressed, the 
completed questionnaires for the areas (UAUs) selected for 
the re-interview survey were identified and separated from 
the rest of the completed questionnaires. A form had been 
designed on which the responses to the questions on the re­
interview schedule could be coded. The numbers on the 
columns of the form corresponded to the column numbers 
on the original questionnaire. All the questionnaires for the 
designated areas were coded on to these forms, one form 
being used for each questionnaire. The form also contained 
space for coding the responses to the re-interview and to 
the reconciliation interview, if required. 

Blank questionnaires were prepared for the re-interview 
survey, each one bearing the necessary identification infor­
mation to enable the interviewer to identify the correct 
respondent. The completed coding form from the original 
interview was kept in the custody of the supervisor and was 
not shown to the interviewer at any time. Upon completing 
the re-interview, the int~rviewer re.turned the completed 
questionnaire to the supervisor, who then coded the re­
sponses on to the appropriate part of the special coding 
form. 
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The supervisor/field editor then compared the responses 
to the two interviews and decided on the basis of the crite­
ria provided whether a reconciliation interview was neces­
sary. If it was considered necessary, the reconciliation inter­
view was carried out by the supervisor and the results were 
coded directly on to the form. 

Implementation 

The execution of the project design in the field conformed 
closely to that described above. The fieldwork was com­
pleted on time in June 1980. The time interval between the 
two interviews for each individual varied between one month 
and four months. 

A total of936 re-interviews were completed successfully, 
447 in the urban domain and 489 in the rural domain, giving 
a response rate of 80 per cent. The system of allocating 
workloads to interviewers in the two field operations was 
implemented satisfactorily. A detailed description of the 
project implementation will be given in the report on the 
analysis of the results. 



4 Measures of Response Variability 

In investigating the reliability of the data from WFS surveys, 
our attention can be focussed on two different but inter­
related aspects of the data. For each individual j we have 
for each variable y the results of two separate observations 
-Yil and Yi 2 • The differences within and between the pairs 
of observations provide the raw material for the investiga­
tion; the interpenetrated subsamples allocated to the inter­
viewers provide the basis for further analysis. There are two 
issues with which we will be concerned. The first objective 
of the analysis of variability is to examine the effect of these 
response deviations on the results derived from the survey, 
or, more importantly, on the substantive conclusions we 
would reach on the basis of the survey results. Secondly, 
the analysis is concerned with the identification, and assess­
ment of the magnitude, of the deviations between the indi­
vidual responses recorded in the two interviews. 

The simplest illustration of the impact of the response 
deviations on the results could be provided by comparing 
the summary measures of the distributions obtained in the 
first and second interviews, treating each as a separate 
survey. Since the same individuals are observed in the two 
interviews, inconsistencies between the two distributions 
are the result of the response deviations, at least in so far as 
the essential survey conditions remained constant. How­
ever, there are two drawbacks to this approach. First, it 
would be impractical to carry out a full replication of all 
our analysis on the two data sets separately. Secondly, a 
direct comparison of the statistics computed from the two 
data sets would by itself provide estimates of precision 
based on only 1 degree of freedom. 

Much more information on the underlying variability in 
the results can be obtained by looking at the individual re­
sponse deviations. In comparing the responses obtained for 
a particular variable or individual, our approach will be con­
strained by two considerations. 

First, the measures available to us will be different for 
different levels of measurement. For nominal scale variables, 
we will be restricted to frequency measures of agreement 
and disagreement; for ordinal scale variables, these measures 
can be modified to take into account partial disagreement, 
depending on the difference between the scale values; 
whereas for interval and ratio scale variables, and for binary 
variables, there is considerably more flexibility in describing 
the response deviations - in particular, we can partition the 
total variance into the components due to sampling and 
non-sampling error. 

Secondly, the impact of different levels and kinds of 
response errors will vary depending on the analysis being 
undertaken. In particular, we will consider separately the 
effect of the response errors on univariate means and on 
measures of relationship between two or more variables. 

A review of the sources o£ response errors and of models 
used to describe them may be found in O'Muircheartaigh 
(1977). 

In examining the responses obtained on the two occa­
sions for a particular variable, the data can be represented 
by the cross-classification of the two sets of responses. For 
interval level data, the number of possible values for some 
variables is too large to permit useful evaluation of this ma­
trix although measures of crude agreement, and measures 
of agreement within k units (partial disagreement), obvi­
ously provide useful summary information. 

The traditional approach in measuring reliability is to 
calculate the correlation (product-moment) between the 
two sets of observations, which provides a crude index of 
error. The design of this project, however, provides a great 
deal more information about the nature of the data and of 
the errors. 

There are three conceptually distinct sources of varia­
tion in the results from a survey. 

1 The variation among the true values for different indi­
viduals. These true values are the quantities of interest 
in the survey itself. The true value for each individual 
is fixed. The only variability to which the results would 
be subject if the true values were observed directly 
would arise from the fact that typically only a sample 
from the population is observed. The sampling variance 
of the estimator is the variance of the sampling distribu­
tion of the estimator and depends only on the sample 
design. 

2 The value of an observation is determined not only by 
the true value for the individual but also by errors of 
measurement. The sources of these errors are many and 
their impact will vary considerably from one variable to 
another. We can specify a general form for the distribu­
tion of these errors even though we do not know all the 
particular influences which generate them. In order to 
specify such a distribution, we need to assume that a 
survey is conceptually repeatable. The distribution of 
the response errors is identifiable only from replications 
of the survey. If we can, however, identify particular 
potential sources of response errors it is possible to 
obtain a measure of their impact by appropriate design 
of the survey. 

3 The third potential source of variation in the observa­
tions arises from possible interaction between the 
observation process and the true values of the indi­
viduals in the sample. Since in the theoretical treat­
ment we assume that we are dealing with a simple 
random sample of individuals from the population, the 
only way in which this may come about is that the 
allocation of the sample elements among interviewers 
influences the response errors generated by the inter­
viewer. Thus it is conceivable that the particular sub­
sample allocated to one interviewer may affect the 
response errors within that interviewer's workload. The 
probability distribution of these components of error 
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is therefore over different samples and different alloca­
tions of the sample. 

4.1 A GENERAL MODEL FOR RESPONSE ERRORS 

The basic mathematical model for response errors is given 
below. The model is applicable to all variables which are 
measured on an interval scale, and also to binary variables. 
For simplicity the discussion is restricted to the estimation 
of the population mean. 

A particular survey is regarded as a single trial, ie the sur­
vey is regarded as conceptually repeatable. An observation 
for the jth element in the survey for trial t is denoted by 
Yit(s) where j denotes the individual, t denotes the trial 
and s denotes the sample and its allocation. 

The observation Yit(s) can be partitioned as follows: 

Yit(s) =Yi + (Yi(s) -yi) + Eit(s) 

= Yi + f3i(s) + Ejt(s) (4.1) 

where f3i(s) is the fixed response error obtained for unit j 
in samples 

and Eit(s) is the variable response error obtained for unit 
j in sample s at trial t. 

The model specified in (4.1) recognizes explicitly that 
the response error for unit j in sample s at trial t can be par­
titioned into two components. The first term @i(s)) is 
essentially a bias term since it does not vary from one trial 
to another: it is the expected value of the response error 
over all possible measurements of individual j when the 
sample s containing j is selected. In the most general for­
mulation this fixed effect is allowed to depend on the 
sample s and its allocation. The second term (eit(s)) repre­
sents the deviation of the observation YJt(s) from the expec­
ted value Yi + .Bi(s)· The model is completely specified once 
the probability distribution for the {eit(s)} is specified. The 
value of Ejt(s) may depend on j, the trial t and the sample s. 
The distribution of the { Eit(s)} is called the 77-distribution. 
A very general specification of the 77-distribution is given in 
(4.2) 

Eri (Ejt(s)) = 0 } 

Vri (Ejt(s)) = af(s) 

Covri (Ejt(s)> Ej't(s)) = Pii' aj(s) aj'(s) 

(4.2) 

The parameters of the model are the {.Bi(s)}, {Pii'(s)} and 
{ a,Rs)}· Although it will obviously be impossible to estimate 
all these parameters, it is useful to present the results for 
the general case. 

The objective of the survey is to estimate the population 
mean 

N 
y= ~Yi 

i = 1 

In assessing the impact of response errors on the esti­
mator, it would be possible in principle to study any sample 
design. The presentation below is confined to simple 
random sampling. The sample mean of the observations is 
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- 1 L 
Y. t(s) = n Jes YJt(s) 

Define Ai = Yi - y 

The observation YJt(s) may now be written as 

Yit(s) = Y + Ai + f3i(s) + Ejt(s) 

Consequently 

Y.t(s) = Y + ~.(s) + ~.(s) + €.t(s) 

where 
- 1 
A.(s) = n Ljes Ai 

- 1 
.6.(s) = n ~jes .Bj(s) 

- 1 
E,t(s) = - Ljes Ejt(s) 

n 

(4.3) 

The difference (net deviation) between Y.t(s) and y is 
made up of three components: the sampling deviation, the 
fixed response deviation and the average variable response 
deviation. 

The overall bias of the strategy is given by 

E(Y.t(s)-y) = EpEri(Y.t(s)-y) 

Ep (~.(s) + ~.(s)) 
= Ep@.(s)) 

Thus the overall bias is due only to the fixed response 
effects. This response bias is not estimable from the survey 
data themselves. 

The mean squared error of Y.t(s) can be obtained from 
(4.3) and is 

2 - -
Ep EriCY.t(s)-y) =Vp(A.(s))+Vp@.(s)) 

+ Ep Eri (€~t(s)) 

+ 2covpri (Li.(s)> €.t(s)) 

+ 2covp (~.(s)> ~.(s)) + [Ep@.(s))] 2 

The total variance of'ft(s) is given by 

Ep Eri [Y.t(s) - Ep Eri (Y.t(s))] 2 = V p (~.(s)) 

+ Vp (~.(s)) + Ep Eri (€~t(s)) + 2covpfl (~.(s)>E.t(s)) 

+ 2covp (Li.(s)> ~.(s)) (4.4) 

The overall variance of the estimator can therefore be 
partitioned into four components, ie 
overall variance 
= sampling variance (of true values) 
+ variability due to fixed response errors 
+ variability due to variable response errors 
+ covariance between sampling deviations and response 

effects. 
The model whose total variance is given by ( 4.4) is the 



general model for the system. In the subsections below 
some special cases are considered. 

Case I Simple Response Variance 

The simplest situation is that in which the only distortion 
of the true values is a random disturbance term which is 
uncorrelated with the true values. This can be expressed 
by modifying the model (4.1) and (4.2), using the following 
simplifying assumptions: 

V,IJ (€jt(s)) =a[ =a;, allj (4.5) 
~~)=~,allj } 

Cov11 (€jt(s) €j't(s)) = Pjj' aj(s) aj' (s) = 0 all j,j' 

The model (4.1) now becomes 

Yit =Yi + ~ + €jt (4.6) 

and the total variance ( 4.11) becomes 

Ep E11 [Y.t - Ep E11 (:Y.t)]2= Vp(LS.) + Ep E71 (€~t) 

= (l _ n - 1) ~ + a; 
N-1 n n 

If the finite population correction is ignored, this gives 

2 2 
V (- ) _ ay + ae 
p~ Y.t - fi 11 (4.7) 

The first term in ( 4. 7) is the sampling variance of the 
estimator; the second term is the simple response variance. 
We define the index of inconsistency 

a2 
I= e 

a2 + a2 Y e 
(4.8) 

which measures the proportion of the total element variance 
which is due to response variability. 

It is interesting to note that under this model, the index 
of inconsistency I is closely related to the correlation 
between successive observations on the same individual. 
Indeed 

Cqrr (YJ 1 , Yi2) 
J J~(YJ1 -y)2 ~(Yj2 -y)2 

J J 

a2 y 

a2 + a2 Y e 

= 1-1 (4.9) 

In order to estimate a; we need to have at least two 
observations on each individual in the sample. We do not 
have any direct information on the values of the { €jt}. How­
ever the set of differences {Yjl - YJ2} provide for us the 
values of {ej1 - ej2}. The variance of (ej 1 - €j2) can be 
estimated simply and is 

If we assume, not unreasonably, that a;
1 

= a;
2 

= a;, this 
gives 

a; = 2a; (1 - Pe e ) 
1,2 1 2 

(4.10) 

We estimate a; by 

The critical problem with this estimator is that there 
may be a correlation (usually positive in practice) between 
the response errors of the same individual on the two 
occasions; the respondent may for example remember some 
of the responses from the first interview, and tend to report 
the same answers in the re-interview. If the correlation is 
positive, a; underestimates the simple response variance in 
the survey by a factor of (1 - Pe,e

2 
). The data may be used 

to investigate whether such a positive correlation is present 
by comparing the variance of the response deviations for 
different time intervals between the interviews. 

Case II Correlated Interviewer Variance 

The assumptions in case I are unrealistic in so far as the 
variable response errors { €jt(s)} are assumed to be indepen­
dent of one another. There are various factors which make 
this assumption unlikely to be appropriate. In particular, 
each interviewer carries out a number of interviews and 
it may be expected that the responses obtained from each 
individual in the interviewer's workload may be influenced 
in a similar way by the interviewer, and that, in conse­
quence, the response errors for these individuals may be 
correlated. The model can be specified in such a way that 
this can be taken into account. Each observation is now 
denoted by Yiit(s) where i denotes the interviewer. The 
assumptions are given below: 

~ij(s) = ~ all i, j 

Vri (€ijt(s)) =a; all i, j 

{
p if i = i' 

Cov11(€ijt(s)> €i'J't(s)) = 1 . . ,, 
p2 1f 1=I=1 

The total variance of :Y.t under this model is 

(4.11) 

a2 a·2 
Vp11 <Y.t) = ; + ne [1 +Pt (m -1) + P2m(k- l)] 

(4.12) 

where m is the size of each interviewer's workload. 
In order to estimate the correlated response variance 

due to the interviewers the survey design must be modified. 
The basic principles can most easily be illustrated in the 
case of a simple random sample. A simple random sample 
s of size n = km is selected from the population; the 
sample is partitioned into k equal subsamples of size 
m -si. s2, ... , Sj, .•• , sk. Each subsample is allocated to a 
single interviewer. The label (i,j) is used to indicate that 
individual j belongs to the workload of interviewer i. 
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is 
The usual estimator of the variance of the sample mean 

'_ 1 k - 2 
V(Y .. t(s)) = (1-f) n(n- l) . ~ .L (Yiit(s) -Y .. t(s)) 

1=1 j€Sj 

It can be shown that the expected value of this estimator 
is 

·- _ [a~ N 
Ep E71 (V(Y..t(s)) - (1 - f). J;:"" N _ l 

+ 
1 

a;{cn-1)-p 1 (m-1)-pz(m)(k-d1 
n(n-1) U 

If the sampling fraction is negligible, the bias of this 
estimator is given by 

Ep E71 V(Y .. t(s))-V(Y .. t(s)) 

1 = -- [-p 1 (m -1) a;- p2m(k- l)a;] 
n-1 

From the data we can calculate two linearly independent 
sums of squares: 

1 the between-interviewers sum of squares, and 
2 the within-interviewer sum of squares. 

Case III Simple and Correlated Response Variance 

If we denote the mean between-interviewers sum of 
squares by C and the mean within-interviewer sum of 
squares by F, we can show that 

EpE71 [C] =a~+ a;[l +p1 (m-1)-pzm) 

and ( 4.13) 

EP E71 [F] =a~ +a; [1 - pi] 

Hence Jt [C - F] provides a possible estimator of 
P1 a;. In fact, under this model, 

E[k [C-F]] =a;[p1 -pz] 

It is usually recommended as an estimator of p 1 a; since 
p2 can generally be assumed to be small. See, for example, 
Hansen, Hurwitz and Bershad (1961), Fellegi (1964) and 
Kish (1962). 

It is worth noting that an almost unbiased estimator of 
the total simple variance [(a~ +a;)] is given by k (C - F) 
+ F. In fact, 

It is clear from cases I and II above that both re-enumeration and randomized allocation of respondents to interviewers are 
necessary if both the simple and correlated response variances are to be estimated. A more elaborate survey design is 
necessary in this case. The design used in this project is based on that described by Fellegi (1964). 

1 A simple random sample of n =km units denoted by s, is selected without replacement from a population Of N units. 
2 The sample is partitioned, again at random, into k subsamples ofm units each, denoted by s1, s2 , ... ,sk. 
3 Each subset is paired at random with another (different) subset so that if (s1, sq 1 ), (s2 , sq 2 ),. .. , (sk> sqk) are the pairs 
then qi, ... , ~ exhaust the integers 1, ... , k. 
4 There are k interviewers, numbered from 1 to k and the k pairs of subsets are allocated at random to these. Denote by 
(si(l)> Si(z)) the pair allocated to the i-th interviewer; si(l) and si(Z) are respectively the first and second assignments of 
the i-th interviewer. 

Steps (1 ), (2) and. (3) define the experimental design. The randomization is artificial and the probability distribution 
associated with it can, in principle, be calculated without too much difficulty. Let Q denote the outcome obtained from 
steps (1 ), (2), (3) and ( 4). Let p(Q) denote the probability of obtaining the outcome Q. 

5 Each interviewer interviews his first assignment and this constitutes the original survey. 
6 Each interviewer interviews his second assignment and this constitutes the repeat survey. 

Steps (5) and (6) define the measurement process. The 71-distribution is introduced here. 
Let Yijt(Q) be the observed value of unit j at trial t given that the outcome Q was obtained. If, given Q,j ¢ si(t) (t = 1,2,), 

Yiit(Q) need not be defined at all. The model is analogous to the model (4.11). Thus we write 

Yiit(Q) =Yi + ~iit(Q) + €ijt(Q) (4.14) 

The implications of the model (4.14) depend on the specification of the {~ijt(Q)} and the probability distribution of 
the {€ijt(Q)}· 

Once again we assume that the ~ijt(Q) are constant. The probability distribution of the {eiJt(Q)} must also be specified. 
We make two simplifying assumptions: 
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E11 (eiJt(Q))=O } 

V11(€ijt(Q)) = a;t 

We must also define all the other second-order moments of the {eiJt(Q)}. In general, using (4.14) 

Cov11 (€ijt(Q) €i'J't'(Q)) = PiJt,i'J't' aet aet' 

(4.15) 

There are many ways in which the {PiJt,i'J't'} could be specified. The survey design however permits us to define easily 
the following correlation coefficients. Let i0 be the interviewer who carries out the i-th interviewer's first workload in the 
re-interview survey. Then, si(l) = si0

( 2)' 

Pu i
1
=i,j'i=jes1(t) 

(same interviewer, different units, same trial) 

P2t i' i=i,j € Sj(t)•j' € Sj'(t) 
(different interviewers, different units, same trial) 

i' = i0
, j' = j, t = 1 t' = 2 

PiJt,i'J't'(Q) = 
(same unit, different interviewers, different trials) 
,, . . ,, t 1 t' 2 1=1,J€S1(1),J €sSi'(2) =, = 
(same interviewer, different units, different trials) 

(4.16) 
p4 

,/ .o ,, -I- • t 1 t' 2 1 =i ,J -r-J €Sj(l)> = , = 
(same subsample, different units, different trials) 

Ps 

,, -I- • • o • • t 1 t' 2 P6 1 -r-1, 1 'J € Sj(l)> J € Sj' (2)> = ' = 
(different interviewers, different units, different subsamples, different trials). 

Note that p 1t and p2t correspond to p1 and p2 in case II; and p3 is equivalent to Pe1,e2 in case I. 
There are eight correlation coefficients defined in (4.16). In addition to these we also wish to estimate a;1, a;2 and 

a~. Thus we have eleven parameters in all. From the data we can obtain seven linearly independent sums of squares. These 
are 

1 For each of the two surveys 
(a) Between interviewers 
(b) Within interviewers 

2 Between the two surveys 
(a) within sampling units 
(b) within subsamples, between interviewers 
(c) within interviewers, between subsamples (this sum of squares is linearly independent of the previous ones if and 

only if k > 2). 

The corresponding mean squares are listed as follows: 

k 

Ct=k~l ·2: (Y1.t(Q)-Y .. t(Q))2,t=l,2 
t= 1 

1 k 

Ft = k(m - 1) i Ei . 2: (Y!Jt(Q) -yi.t(Q))2, t = 1,2 
J€Sj( t) 

k 

M = 2(k~ 1) iE l (Yi.l(Q)-Yi0 .2(Q) -Y .. l(Q) + Y .. 2(Q))2 

k 

p = 2(k~ 1) i E 1 (Yi.l(Q) -yi,2(Q) -Y .. l(Q) + Y .. 2(Q))
2 

Ifk = 2 the seven mean squares above are not linearly independent. In fact, in this case, M + P = C1 + C2 
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Fellegi (1964) suggests that, instead of using M, it may be more convenient to use 

1 k km--1 k-1 
R = 2k(m -1) i ~ 1 je~l) (Yijl -yioj2 -yi.1 + Yio.2)2 = k(m -1) L- k(m -1) M 

The design has provided us with seven linearly independent sums of squares to estimate eleven parameters. It is not 
therefore possible to obtain unbiased estimators for all of the parameters. However, for the surveys with which we are 
concerned here, some further simplifying assumptions can be made: 

P11=P12=P1 P21 = P22 = P2 (4.17) 

These assumptions correspond to an assertion that the essential survey conditions over the two surveys are the same. 
If (4.17) holds, then the expected values of the mean squares listed above are: 

EpE11 (C1) = EpE11 (C2) =a~+ a; [1 + (m- l)P1 -m(k- l)P2] 

EpE11 (F1) = EvE11 (F2 ) =a~+ a; [1-pi) 

[ 
m-1 m(k-1) m m-1 m(k-2) l 

EpE11 (L) a; l-km-lp1- km-l P2-p3+km_lp4+km-l Ps+ km-l P6J 

[ 
m m - 1 m(k - 2) J 

EpE11 (M) =a; l+(m-l)p1-mP2-p3+k-lp4-k-l Ps+ k-l P6 

_ k 2 2 [ 1 m - 1 m(k - 2) l 
EpE11 (P) -k-lay+ae l+(m-l)p1-mP2+k-lp3-mp4+k_ 1 Ps+ k-l P6j 

EpE11 (R) = a;[l-p1 -p3+ps] 

In our analysis we use 

We now have five linearly independent sums of squares to estimate eight parameters. The system of equations we have 
to solve may be written as: 

c 1 1 m-1 -m 0 0 0 0 a2 y 

F 1 1 -1 0 0 0 0 0 a2 
€ 

EpE11 L 0 1 
m-1 m(k-1) 

-1 m m-1 m(k-2) 
P1a; ---

km-1 km-1 km-1 km-1 km-1 

R 0 1 -1 0 -1 0 1 0 P2a; 

p k 1 m-1 1 m-1 m(k-2) 
p3a; k-1 -m 

k-1 
-m 

k-1 k-1 
p4a; 

Psa; 

P6a: 

It should be possible to find estimators of five of the eight parameters so that the biases in the estimators are in terms 
of the remaining three parameters. The most important parameters are a~, a; and p1a;. If we choose to estimate these, 
however, this places constraints on the other parameters we can estimate. In particular, due to the structure of the co­
efficient matrix, the biases in the estimators of a~, a; and p1a; must be in terms of p2a; and p3a;. This can be seen 
immediately from the first five columns of the transformed coefficient matrix given below. Consequently we must choose 
to estimate two of the remaining three parameters. Of these, p4 a; was chosen because it may be expected to be large; 
p 6 a; was chosen on the grounds of convenience. 

A sequence of elementary operations was carried out on the coefficient matrix to facilitate the estimation of the five 
chosen parameters. The system of equations can be rewritten as follows: 
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c 0 0 1 -1 0 0 0 0 u2 y 

F 1 0 0 0 1 0 -1 0 u2 
€ 

[T] Ep E71 L 0 0 0 0 0 0 -1 1 P1u: 
p 0 1 0 -1 -1 0 1 0 P2u: 

R 0 0 0 0 0 -1 1 0 p3u; 

p4u: 

Psu: 

P6u: 

where 

1 1 
0 0 0 

m m 

0 1 0 -1 0 

[T] _l(k-1) 1 km-1 (k-1) 1 km-m-1 _1 (k-1) 
m k-2 m km k-2 m k-2 km k-2 

1 1 
0 1 0 

m m 

0 
1 km-1 

1 
k-1 ---
km m km 

Consequently the following five linearly independent combinations of parameters have unique unbiased estimators: 

1 

2 

3 

4 

5 

(pt -p2)u; 
2 + 2 2 Uy P3Ue-PsUe 

-p5u: + P6u: 

u; [1 - P2 - p3 + Ps] 

-p4u; + p5u; 

The estimators for 1 to 5 are: 

1 
E1 =-[C-F] 

m 

E2 = F-R 

E = _ _!_ (k - 1) C + _!_F +km - 1 
3 m \k-2 m km 

1 
E4 = -[C- F] + R 

m 

(
k - 1) 1 (km - m - 1) k - 1 
k-2 L- m k-2 R+km(k-2) p 

E = _ _!_F_km-1 L+R+k-1 p 
5 m km km 

On the assumption that p2 and p 5 are negligibly small, and disregarding p 3 for the moment, we obtain the following 
estimators for the principal parameters of the system: 

•2 Uy= F-R 

•2 1 ue = R + -[C - F] 
m 

(4.18) 

(4.19) 
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p-:;;; = ..!._ F + km - 1 L + R + k - 1 p 
m km km 

~ 
a2 + a2 y e 

and hence, 

Pi 

1 =-[C-F] + F 
m 

k[C-F] 

R+k[C-F] 

a; 
I=---

R+ k[C-F] 

JdC-F] + F 

k[C-F] 
and ,0 11 = ----­

k[C-F] + F 

(4.20) 

(4.21) 

(4.22) 

(4.23) 

(4.24) 

(4.25) 

Apart from the problem of p3 , the biases in the estimators derived from the data include only terms in p2 and p 5 , 

which may reasonably be assumed to be small. However in social surveys p3 is not generally negligible, since it is a measure 
of the recall effect, and it is usually positive. Hence, ignoring terms in p2 and p5 , the estimate of a~ has an expected value 

E(a2 ) = a2 + p a2 
y y 3 e 

Similarly, the estimate of a; has an expected value 

E(a2) = a2-p a2 e e 3 e 

Thus a~ overestimates a~ and a; underestimates a;. However the total simple variance (a~ + a;) can be estimated with 
negligible bias using k [C - F] + F(4.22). It is only by introducing information external to the model presented here -
for example, the time interval between two interviews - that any assessment of p3 can be obtained. 

Case IV Interaction between Sampling and Response Deviations 

It may be postulated that an interviewer's workload will influence the response deviations obtained by the interviewer. If 
this is so, then the sampling deviations {Lij} may be correlated with the response deviations (the {eijt}). The structure of 
the model will thus be more complex and the expected values of the seven mean squares will be as follows: 

c 1 1 (m-1) (m-1) -m 0 0 0 0 a2 y 

F 1 1 -1 -1 0 0 0 0 0 a2 e 

Ep77 L 0 1 0 
m m(k-1) 

-1 
m m-1 m(k-2) 2aayae = --- ---- ---

km-1 km-1 km-1 km-1 km-1 
R 0 1 0 -1 0 -1 0 1 0 Pia: 

p k 
1 

k(m-1) 
m-1 1 m-1 m(k-2) 

P2a: -m -- -m --
k-1 k-1 k-1 k-1 k-1 

P a2 3 e 

p4a; 

Psa; 

P6a: 
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The set of transformations previously applied to the coefficients matrix in case III now gives: 

c 0 0 1 -1 0 0 0 

F 0 -1 0 0 1 0 -1 

(T] Ep 71 L = 0 0 -1 0 0 0 0 -1 

R 0 1 1 0 -1 -1 0 

p 0 0 1 0 0 0 -1 1 

Hence the estimators E1 to Es in case III now have the following expectations: 

E(E1) = P1 a;+ 2aayae - P2a; 

E(E2 ) = [a~ + p3a;] - 2aayae 

E(E3) = -2aayae - Psa; + P6a; 

E(E4) = [a;- p3a;] + 2aayae - P2a; + Psa; 

E(Es) = 2aayae - p4a; + Psa; 

0 a2 y 

0 a2 
€ 

1 2aayae 

0 P1 a; 

0 P2a; 

p3a; 

p4a; 

Psa; 

P6a; 

Thus we can construct estimators of the most important parameters in the model with biases which involve only p2 , p s 
and p6 , all of which may reasonably be assumed to be negligible. 

Parameter Estimator Bias 

a2 + a2 Y e E2 +E4 -p2a; 

2 + 2 Uy p3Ue E2 -E3 -p6a; 

a;- p3a; E4 + E3 -pa;+ pa; 

2<Xayae -E3 Psa;-p6a; 

P1a; Ei + E3 -p2a; 

p4a; -[Es+ E3] -p6a; 

The problem still remains with the estimation of a~ and a; since there is no way of separating the impact of p3 • How­
ever, a~ + p3a; and a; - p3a; can be estimated with negligible bias. 
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4.2 CATEGORICAL AND ORDINAL DATA 

The proportion of the sample in any single category for a 
categorical or ordinal variable can be treated in terms of the 
general model described in section 4.1. The relative sim­
plicity of ordinal and categorical data, however, also pro­
vides an opportunity both to use simpler measures and to 
obtain simple forms of some of the measures previously 
described. 

For a categorical variable the responses obtained from 
the two interviews may be represented by the square matrix 
{piJ} where Pii is the proportion of the elements classified 
in category i according to the first interview and in cate­
gory j according to the second interview. The diagonal of 
this square matrix, with entries Pu, contains the cases of 
exact agreement. The simplest measure of reliability 
(bivariate agreement) is the index of crude agreement. 

A= 1: PH (4.26) 

which is the proportion of the cases classified identically by 
the two observations. This index has considerable descrip-
tive value. In the tables we present its complement, the 
index of crude disagreement 

D=l-A. (4.27) 

This crude index has a fairly serious drawback, however: 
it does not take into account the fact that some agreement 
will occur by chance even if the measurement is com­
pletely unreliable (random). The extent of chance agree­
ment depends upon the two marginal distributions 
{pi. (= 1:i Pij)} and {P.i (= 1:i PiJ)}. One approach, due to 
Cohen (1960), is to define an index of consistency, kappa, 
of the form 

observed disagreement 
K = 1 - expected disagreement 

= 1 _ 1 - Po = Po - Pe 
1 -pe 1-pe 

(4.28) 

Under the baseline constraint of independence between 
the two observations, we have 

p = (~p .. ) = 1:p· p . e i 11 e 1. .1 

giving 

K = 1: (pi· - p· p ·)/(1 - 1: p· p ·) i 1 1. ,1 i 1. .1 (4.29) 

While (4.29) is a more appropriate measure of reliability, 
particularly in the presence of skewness in the distribution 
across categories, it can be misleading in situations where a 
single category dominates the marginal distributions: the 
value of K will in this case tend to suggest a low level of 
consistency if any elements occur off the diagonal. Another 
point to note in relation to ( 4.29) is that it would be in­
appropriate to use K on its own to describe the level of 
agreement since it conditions on the observed marginals. 
The degree of agreement between the marginals is in itself 
an important component of the observation process. One of 
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a number of possible measures of the disagreement between 
marginal distributions themselves is 

B =1.cos-1[1: (p· p ·)H 
7r i 1. .1 J (4.30) 

with value '1' indicating complete disagreement, and 'O' 
complete agreement between the two marginal distributions. 

The measures (4.26)-(4.29) above are the traditional 
measures used in cases of multiple observation of the same 
individual. It is possible also to define simply two other 
measures. 

The index of inconsistency (I), already defined in 
( 4.8), has a particularly simple form for a binary variable. 
The results of the two interviews can be summarized as 
follows: 

First Re-interview 
interview Yes No Total 

Yes a b a+ b =Pt 

No c d c + d = ql 

Total a+ c = Pz b + d = q2 1 

It follows that: 

E(p1 qi)= E(p2q2) =a;+ a: 
E(b + c)= 2a:(1 - Pe e ) 

I 2 

Given that Pe e cannot be estimated, a consistent 
estimator of I is pr~~ided by 

( 4.31) 

An alternative measure, which takes into account the 
magnitude of the proportion p is given by 

(4.32) 

which is a measure of the absolute increase of the relvariance 
of p due to the simple response variance. · 

The measures (4.26)-(4.32) described above apply to 
any level of measurement of the classification variable: 
categorical (nominal), ordered or metric. When the scales 
are categorical, any deviation from the diagonal constitutes 
disagreement. When the scales are ordinal, interval or ratio, 
any measure of agreement should take into account the 
degree of disagreement, which is a function of the dif­
ference between scale values. We can modify (4.26) by re­
defining 'agreement' to mean that the two interviews 
obtain values within some acceptable distance (k units) 
of each other 

Ak = ~ PiJ =1-~ (4.33) 
li-jl <k 

Cohen (1968) introduced a modified form of K which 
allows for scaled disagreement or partial credit in terms of 



weights WiJ which reflect the contribution of each cell in 
the table to the degree of disagreement: 

for ordinal data, wiJ = 1 - Ii - j 1/(L - 1) 

where Lis the number of categories, and 

(4.35) 

(4.34) for metric data, wiJ = 1 - (i - j)2 (4.36) 

where 

P6 = L WiJ PiJ; P: = L (wii Pi. P.J) 
l,j l,j 

Any monotonically decreasing function of the differences 
between the scale values of i and j can be used as weights. 

Cicchetti (1972, 1973) suggests the use of the following 
weights: 

Under observed marginal symmetry, Kw with weights 
(4.36) is precisely equal to the product-moment correlation 
coefficient for the integer-valued categories. Furthermore, 
under the assumption of the random effects model, the esti­
mate of the intra-class correlation coefficient is asymptoti­
cally equal to l<w (Cohen (1968); Pleiss and Cohen (1973)). 
These measures are discussed in more detail in Landis and 
Koch (1976). 
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5 Conclusion 

The aim of the analysis in this project is to assess the 
reliability or precision of the results obtained from WFS 
surveys. There are two essentially different aspects to this 
precision: (i) sampling variance, and (ii) response variances. 

The sampling variability arises from the fact that only a 
sample of the population has been included in the survey. 
Consequently the results depend on which individuals in 
the population have actually been selected into the sample. 
The sample designs used for the surveys produce measurable 
probability samples and hence the sampling errors - or 
the extent to which the sample results may be expected 
to diverge from the population results - can be estimated 
readily from the survey itself. Such computations for a 
large number of WFS surveys can be found in Verma, 
Scott and O'Muircheartaigh (1980). 

In addition to the sampling variability, however, there 
is another important source of imprecision in the data. 
The responses obtained during the interview may be differ­
ent from the true values for the individuals being inter­
viewed. These differences may be systematic or haphazard. 

In so far as the discrepancies are systematic, ie are of the 
same magnitude and direction for all the individuals in the 
population (sample), statistical methodology will not be 
of any use in isolating or measuring them. Such errors will 
make up the response bias in the results, and this project 
makes no contribution to their illumination. However, if 
the discrepancies are haphazard (or random), then the 
design of the survey may be modified to permit the estima­
tion of the contribution of these discrepancies to the 
imprecision of the survey results. Two principal classes 
of errors are dealt with in this project. 

First, the uncorrelated response errors, errors which 
arise from transient factors associated with the data collec­
tion process or from other unmeasured sources. These 
uncorrelated response errors contribute to the simple 
response variance (a;) and their impact on the precision 
of the sample mean is expressed by I; these measures are 
described in case I in section 4.1. The simple response 
variance also affects estimates of association and correla­
tion based on the data by attenuating all such estimates. 

The simple response variance can only be estimated if 
more than one interview is conducted with a set of re­
spondents. In this project, a subsample of the main survey 
sample was re-interviewed in each country and the dis­
crepancies or deviations between the responses on the two 
occasions provide the information necessary to estimate 
the simple response variance. 

The second type of response errors dealt with in this 
project are the correlated response deviations. These arise 
from the fact that sets of respondents are subjected to the 
same influences in the data collection process and that 
these influences may bring about systematic distortion 
of the responses within these sets of respondents. This 
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could have the effect of increasing substantially the vari­
ability of the survey estimates. The technical details are 
described in case II in section 4.1. 

The most important source of correlated response devia­
tions is the interviewer. In order to estimate this 'interview­
er effect', the design of the fieldwork execution must be 
modified. Basically, within each area covered by the 
sample, respondents must be allocated randomly to inter­
viewers. By ensuring that the differences between inter­
viewer workloads are due only to random variation in the 
allocation, the observed differences in results obtained by 
the interviewers provide a measure of the systematic 
distortion of responses by the interviewers. The estimator 
of the correlated interviewer variance is given in case II 
of section 4.1. 

Thus, in order to estimate the simple and correlated 
response variance, it is necessary both to re-interview at 
least a subsample of the respondents and to randomize 
the allocation of respondents to interviewers. The design 
used in this project incorporates both these features. The 
details of the estimation procedure are given in case III 
in section 4.1. There are however, two other aspects of the 
estimators which require consideration. 

First, the estimation of simple response variance depends 
on the assumption that the response deviation obtained 
in the re-interview is not correlated with the response 
deviation in the first interview for the same respondent. 
This assumption is unlikely to hold for some variables 
since the respondent may be affected by the recollection 
of the response on the first occasion. Consequently the 
estimate of the simple response variance may be biased 
downwards. By using the information available on the 
elapsed time between the two interviews it is possible 
to estimate the magnitude of this bias. 

Secondly, it is possible that there may be an inter­
action between the observation process and the true values 
of the individuals in the sample. If such an interaction is 
present, it is necessary to complicate the design still further 
by randomizing the allocation of respondents to groups 
of interviewers in such a way that both interviews for each 
of a set of respondents are carried out by interviewers from 
that group. The design and the estimation procedure are 
described in case IV of section 4.1. If this interaction is 
present, the estimator of the interviewer effect will be 
modified. 

Chapter 3 of this paper describes briefly the implementa­
tion of this design in the four countries in which this pro­
ject was carried out. The application of the estimation 
procedures described in chapter 4 will be presented in later 
substantive reports in this series. The results from the four 
countries will be collated and contrasted and should pro­
vide a valuable assessment of the effects of variable re­
sponse errors on WFS data. The project has three principal 



objectives: 

(i) to provide guidance to users of the substantive data; 
(ii) to provide the basis of improved survey design; 
(iii) to satisfy methodological reasearch objectives. 

The final report in the series will evaluate the success of the 
project in fulfilling these aims. 
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